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What is This?
Evaluation of Cluster Policy: A Methodological Overview

Claudia Schmiedeberg
University of Hamburg, Germany

Abstract
Cluster policy is increasingly becoming part of many governments’ economic policy strategies. At the same time, evidence-based policy-making is gaining importance, bringing about a call for policy evaluation. Since the quality of the evaluation results depends highly on the method used, data, assumptions and techniques must be adequate for the specific evaluation question. This holds for cluster policy evaluation in particular, given the complexity and indirect nature of cluster policy interventions. This article provides an overview of evaluation methods suited to the ex-post analysis of cluster policy, covering both micro- and macroeconomic approaches.
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Introduction
The concept of regional industry clusters has received increased attention over the past few years (see e.g. Lagendijk, 1999, for the development of the concept). Since the seminal work of Porter (1990) it has become popular as a lever to increase the competitiveness of regions, not only in industrialized countries (see Bachtler et al., 2005; OECD, 1999), but also in countries and regions lagging behind (Camagni, 1995; Rosenfeld, 2002; Schmitz and Nadvi, 1999). Accordingly, cluster policy is seen as a powerful instrument at the intersection between regional and industrial policy.

However, due to financial constraints, careful selection of where to spend the money is essential, which makes the evaluation1 of policy measures necessary (for a literature overview on policy evaluation, see e.g. Georgiou and Roessner, 2000; Hansen, 2005). Regarding evaluation techniques, a large variety of tools is available, differing in terms of their rationale, complexity, data requirements and underlying assumptions; hence, evaluators face the task of choosing the appropriate method for a specific evaluation study (Foss-Hansen, 2005). In general, these considerations hold for each type of policy evaluation; but the complexity and the indirect nature of the interventions in the cluster policy approach pose particular difficulties and require adequate analytical methods. And while a body of literature exists which develops and proposes evaluation methods in general, a distinct evaluation concept or toolkit with focuses on cluster policy is not yet available.
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1. Evaluation is the systematic examination of the extent to which intentions are being fulfilled by a program. It is a formal, corrective process designed to assess the quality of outcomes, not just the outputs.
There is some literature on cluster policy evaluation with a focus on particular topics, like participatory evaluation (Angeles Diez and Esteban, 2000) or performance indicators (Arthurs et al., 2009). A different strand of literature (e.g. Learmonth et al., 2003; Fromhold-Eisebith and Eisebith, 2008) develops specific evaluation models. Raines (2002b), for instance, presents a comprehensive evaluation model for cluster policy covering the multiple dimensions of policy effects, but without going into methodological details.

The purpose of this article is, hence, to fill this gap by providing an overview of existing cluster policy evaluation methods. It discusses briefly the strengths and weaknesses of these methods and in which setting which method is an appropriate instrument. Due to the broad perspective, this overview is limited in depth regarding the methodological discussion, but it provides references to theoretical and empirical literature as well as to implementation manuals.

In the next section a definition of clusters and cluster policy and a basic understanding of evaluation are provided. Then, particularities of cluster policy evaluation as compared with other policy areas are discussed. The next section presents the evaluation methods, classified in five categories. The final section summarizes and concludes.

Clusters, Cluster Policy and Evaluation

The definition of the characteristics and constituting elements of clusters exhibit considerable variation (Benneworth et al., 2003; Gordon and McCann, 2000; Martin and Sunley, 2003; for an overview of cluster definitions see Lublinski, 2002), and the lines between cluster policy and traditional industry, innovation, and regional policy are blurred (Boekholt and Thuriaux, 1999; Raines, 2002a). For the present discussion, a cluster is defined as a group of proximate firms ‘interlinked by input/output, knowledge and other flows that may give rise to agglomerative advantages’ (Lublinski, 2003: 454). This definition emphasizes the difference between clustering and co-location of firms, meaning that firms join a cluster intentionally in order to profit from spatial proximity, while co-location may be a result of external factors or contingent historic developments.

The advantages of agglomeration are stated in the literature (an overview is given e.g. by OECD, 2007), including in particular the existence of specialized suppliers and labour pools (Florida, 2002; Marshall, 1920; Porter, 1990), lower transaction costs (Krugman, 1991) and knowledge spillovers (Krugman, 1991; Malmberg and Maskell, 2002). From these factors, the competitive advantage of clusters is derived, but the cluster may in some cases require upfront support from policy. Based on these considerations, cluster policy is regarded as a promising approach to strengthen the innovative capacities of regional systems, leading to greater competitiveness of a region and its actors. Applying the hierarchical cluster concept (Litzenberger and Sternberg, 2005), cluster policy means upgrading the cluster from the mere agglomeration to a regional (innovation) system with beneficial implications for the clustered firms (see European Commission, 2002). The implementation of such policies has been demonstrated by a number of case studies (e.g. Styria (Hartmann, 2002), Basque Country (Aranguren et al., 2006)) and manuals (DTI, 2004; GTZ, 2007). On the other hand, as Formica (2003) argues, an interventionist cluster policy is not necessarily beneficial, due to the high potential of political institutions to have links with bureaucracy, patronage systems and unresponsiveness which increase transaction and compliance costs and potential inefficiencies. Besides, cluster policy can adopt a wide range of measures (as listed e.g. by Pfähler and Lublinski, 2003), while it is not definite which form of cluster policy is most effective. Hence, if and to what extent the measures actually are fruitful remains to be proven.

The comprehensive literature on policy evaluation provides an overview of the reasons to undertake evaluation and a basic methodological understanding. The key evaluation question is:
'Does the policy programme work?' The function of evaluation is twofold. First, it legitimates policy actions by proving their effects, and second, it deepens the understanding of the mechanisms of the measures supporting future decision-making (Guy, 2003). However, evaluation may refer to the effects of measures in various ways. Focusing on effectiveness or efficacy, the evaluator analyses if the measures had a positive result. While efficacy aims at showing that in principle a measure is able to achieve the desired effect, an effectiveness proof shows that in practice the effect can be achieved by the measure. In contrast, the analysis of efficiency relates the effects of the policy actions to their costs. The latter perspective is the most comprehensive type of evaluation, but as it requires precise and detailed data both on outcome/output and input, it is not frequently applied.

**Challenges of Cluster Policy Evaluation**

The main challenges of evaluation, such as the definition of a control group, the identification and measurement of effects and side effects, and the calculation of overall programme costs, are independent from the type of policy to be evaluated. But evaluation of cluster policy programmes faces particular challenges, due to the hybrid character of cluster policy which combines elements of various policy areas (Raines, 2002b), and the multidimensional, systemic concept of clusters. These are discussed in the following sections.

**The Organization of Evaluation**

A first, rather practical question is how the evaluation study is organized. In general, there is a principal–agent problem in evaluation as evaluators are commissioned by the policy-makers and therefore are likely to try to satisfy the principal instead of being independent (Schilder, 2000). This holds for cluster policy evaluation as well. But in addition, cluster policy involves multiple actors from different political and administrative levels as well as several industries and regional entities. For instance, the aeronautics cluster in North Germany spans four federal states and a
broad spectrum of related industries from cabin systems to maintenance and industrial design (Lublinski, 2002). Accordingly, cluster policy has to coordinate the decisions, actions and resource flows of several private and political partners, which are loosely organized without any clear hierarchy. Typically the coordinating entity will also conduct or commission the evaluation of the programme. But as the coordinator’s authority within the non-hierarchical network of actors is limited, the evaluation might be hindered, for example, by differing data availability or lacking engagement in surveys. The structure of cluster policy challenges the evaluation in this regard, as the evaluators must involve and interact with at least the major stakeholders (Rossi et al., 2004).

Defining Performance

The indirect nature of cluster policy interventions has been stressed previously (see Guinet, 2003: 158). The primary objective of cluster policy is not cluster formation but the assumed benefits of clustered firms in terms of the firms’ performance and more generally in terms of regional performance, for example, increasing returns to scale and comparative advantages (see Buendia, 2005). This is illustrated by Figure 2.

Therefore the question arises on which policy outcome the evaluation should focus. Evaluation could investigate the development of the cluster, for example, the growth of the cluster or the number and intensity of interfirm connections, or on the region of the cluster concentrating on macroeconomic factors (e.g. employment rates); alternatively the focus could be on the individual firm whose performance should be strengthened by the development of the cluster. In addition, a distinction can be made between genuine economic indicators such as profit growth, productivity or (regional) GDP growth and technological (i.e. rather intermediate) indicators like R&D expenditure, patenting activities, collaborative agreements, etc. These decisions have to be made with care, as they will influence the evaluation results.

A further difficulty in this context is the definition of the cluster (see Raines, 2002b). It is characteristic for clusters that they integrate multiple industries and link different players, so that typically neither general industry classifications nor administrative regions are adequate to capture the boundaries of a cluster. The geographic proximity of the members, which is seen as a central feature of a cluster, entails considerable difficulties regarding definition and measurement (Litzenberger...
and Sternberg, 2005). The drawbacks of a measurement based on secondary data have been highlighted by Lublinski (2003). He shows that a multitude of indicators must be used to define the boundaries of the cluster, but which still remain to a certain extent blurred. Besides, the boundaries might be evolving so that an evaluation based on a too rigid cluster definition might overlook a part of the development. Finally, as clustering is more than co-location, the evaluation must not be limited to measurements of firm density, industry-specific regional economic growth or the like; rather it should encompass the strength of agglomeration advantages to capture how the programme has changed the quality of the cluster.

**Attributing Impacts**

Cluster policy is mainly indirect (i.e. facilitative instead of pushing, according to Porter, 1998) and system oriented and typically not targeted to single projects or firms (Rip, 2003). What is more, a large number of different interventions are often combined, which increases the complexity of the policy approach (Boekholt, 2003: 257). For evaluation this poses particular difficulties. Buendia (2005) has captured the complexity of influencing factors and the mutual causality links in the context of cluster policy and performance (see Figure 3). The development of clusters is affected by a large number of (often unobservable) factors which are in many cases beyond the reach of cluster policy. Besides, cluster policy is embedded in a particular socioeconomic and institutional context, which must be taken into account (Angeles Diez and Esteban, 2000). Non-cluster policy instruments may influence the development of the cluster or the behaviour of the clustered firms, for example, through unintended effects of technology policy (Sternberg, 2003: 359). On the other hand, a policy intervention is likely to have several outcomes, both intended effects and unforeseen secondary actions (Schmidt, 1999). The effects may crop up only after some time (van der Linde, 2005: 29), so that the lag between policy intervention and policy impact may hide the causal link. Finally, cluster policy may not only affect the clustered firms but (e.g. via knowledge spillovers) also firms outside the cluster. Taken together, these factors lead to an attribution problem (Boekholt, 2003: 257), which requires adequate analytical (econometric) techniques and reliable data to detect causal relations which can be interpreted as actual impacts of policy tools.

**Data Availability**

A third group of challenges relates to data restrictions which influence the choice of evaluation techniques. Particular limitations regarding cluster policy evaluation arise both due to the difficulties of measuring cluster performance and the regionally bounded perspective. On the one hand, the typical dimensions of clusters make macroeconomic modelling difficult; on the other hand, applications of microeconomic methods are confronted with small numbers of observations (if comparing e.g. similar clusters) and/or insufficient data quality. Data on innovation and network activities can be measured only partly, using indicators such as patent statistics, R&D expenditure or number of linkages (for an overview of innovation indicators, see e.g. Arthurs et al., 2009). To be applied in the cluster context, the data must contain detailed information on both industry and region of the firms and, for instance, their cooperation partners, which is not always the case in official statistics. Thus, evaluation must rely on imperfect data, which restricts the use of some methods.

Besides, the fundamental difficulty of analysing clusters in comparison to each other must be considered. Innovation clusters seem hardly comparable to each other, due to path dependencies and the cumulative nature of knowledge, but also as to the uniqueness of cluster structure, which makes the cluster a ‘singularity in economic space’ (Guinet, 2003: 154). As cluster policy seeks to
focus on high-potential clusters, ‘picking winners’ instead of spreading equally over all regions or even supporting lagging regions (see Cheshire, 2003), even greater peculiarities are likely. If cluster policy is well targeted its effects will only add on the above-average development that would have been expected without the policy intervention. Hence, evaluation must identify the additional effect of the intervention separate from the cluster’s innate potential, and comparisons to other clusters tend to have only limited analytical power.

**Evaluation Methods**

In the following, a range of evaluation methods is presented. All of them can be applied to different research or evaluation questions, for example, in social and labour market policy or management, and typically their origins lie outside cluster policy. The discussion proceeds from rather simple, intuitive approaches to more complex and comprehensive methods. Figure 4 gives an overview of the methods and illustrates possible combinations of tools constituting an evaluation model similar to the evaluation model proposed by Raines (2002b).

A complete evaluation would encompass a qualitative and quantitative analysis of policy input, output and outcome on firm, cluster and regional level. But for the value of evaluation to stand in relation to cost and effort, typically only parts of this process will be realized. In practice, most evaluation studies rely on single methods, accepting thereby that results will be selective depending on the focus and the method applied. Accordingly, choosing the optimal evaluation method is crucial. The following discussion describes the possibilities and limitations of the methods included in Figure 4.
Policy Input-oriented/Reporting Methods

Policy input-oriented methods, or reporting methods, as they will be called in the following, though rarely mentioned in the academic literature, are frequently applied in various policy contexts, for instance education (e.g. US Dept of Education, 1999), social (e.g. TMSFG, 2008) or science and technology policy (e.g. European Commission, 2004). An example of cluster policy evaluation of this type is given by Aranguren et al. (2006). Instead of analysing policy impacts they report on the execution of the programme, including the chronological progress, faced difficulties and procedural failures as well as subjective perceptions of participating parties. Their main objective, hence, is accountability and transparency (see Rip, 2003) rather than enhancing the understanding of if and how the measures work.

Reporting methods can be based both on quantitative and qualitative data; often a combination of qualitative and quantitative information is used. Reporting is related to performance auditing, which starts with the question on the financial implementation of the programme, i.e. the correct and efficient commitment of funds (as defined e.g. in Council Regulation (EC) No 1260/1999, Art. 38). In addition to financial data, information on the structure and the components of the programme are reported, such as the timeframe of activities, description of operations, as well as indicators like the number of beneficiaries, handling time of applications. For a more comprehensive investigation an implementation analysis is included. It focuses on what was done when executing the programme, taking into account also qualitative information on how the measures were executed. For this purpose, official (quantitative) data are gathered as a documentation of the implementation process, for example, operations and activities (Nagarajan andVanheukelen, 1997). Surveys and interviews for additional qualitative data can be targeted at customers (e.g. for customer satisfaction, as applied in Buchinger and Wagner, 2003), beneficiaries or the staff involved in programme implementation.

The appeal of reporting methods obviously lies in their practicability: attribution problems due to hidden causalities or inadequate control groups are unlikely. In addition, requirements regarding the evaluator’s methodological capabilities and resources are moderate compared to output oriented techniques and, at least as regards auditing, data can be made available easily from the public accounting system. Also, reporting can provide immediate evidence (see Corbett and Lennon, 2003) by which it enables early intervention in case of a clear failure of the policy measures or their
implementation. However, reporting methods are not able to provide any information on the effectiveness of the programme, but only on the efficiency of the utilization of resources within the programme and the implementation. Therefore, they should be seen rather as a supporting tool. A number of criteria for the evaluation of cluster policy initiatives are discussed by Jappe-Heinze et al. (2008), who also demonstrate the value of preparatory reporting.

**Case Studies**

Case study evaluation is a research strategy, rather than a method (Yin, 2003: 14). Being a rather open and flexible approach (see Ruegg and Feller, 2003: 34 ff.), case studies can involve several techniques both of a qualitative and quantitative nature (‘triangulation’, Jick, 1979). Qualitative/descriptive case studies aim to trace the historical process, i.e. the development of the analysed case, by the description, explanation and interpretation of data drawn from multiple information sources (see Ghauri, 2004). For cluster policy evaluation, the focus can be either on single participants of the programme or on the development of the entire cluster. Similar to qualitative case studies, benefit–cost case studies are based on multiple data sources. But in addition to the context analysis, the monetary effects and costs are to be estimated. For the quantification of costs financial business analysis methods are applied (which goes back to Mansfield et al., 1977), including measures such as benefit–cost ratio, net present value and rate of return (see Pelsoci, 2005). But in contrast to a full cost–benefit-evaluation, benefit–cost case study evaluation only analyses some exemplary cases from which conclusions on cost drivers and efficiency of the measure are derived.

Case studies are concurrently popular as well as highly controversial (see e.g. Flyvbjerg, 2004). Their appeal certainly lies in the intuitive understanding and plasticity of the results (see Ruegg and Feller, 2003: 34) as well as in the fact that case studies provide a comprehensive in-depth analysis of the subject in its context (Ghauri, 2004). In addition, due to its openness to qualitative information case study evaluation can take into account also aspects that cannot be expressed in quantitative or monetary terms (Ruegg, 2006).

On the other hand, the lack of objectivity, validity and generalizability are criticized (Flyvbjerg, 2004). One main objection regarding case studies is that analysing only the participants of the policy programme does not allow for conclusions on causality. This argument is based on the counterfactual definition of causality which as evidence that A being a cause of B requires two conditions: A and B coincide, and B would not have happened without the occurrence of A (Mohr, 1999). To examine the counterfactual case, i.e. to check whether B would have occurred if A had not happened, a control group is necessary. Case studies that compare participants and non-participants (e.g. clusters with and without political support or institutions within and outside the cluster) rely on this concept of causality. But if only participants are analysed, an alternative definition is required. Corresponding approaches have been developed, like the modus operandi (Scriven, 1976), process tracing (George and Bennett, 2005) and pattern matching (Campbell, 1966) which take as evidence for causality the existence of a ‘signature’ (Mohr, 1999) which links the cause with the result. In this manner, the case study must rule out concurring plausible causes and step by step show the ‘characteristic value chain’ (Scriven, 1976: 105), i.e. the mechanism how the cause A leads to the effect B. In social sciences the causes for an event are often intangible and thus difficult to detect, but nevertheless this method can produce (internally) valid results (Mohr, 1999). However, the more indirect a policy instrument is, the more difficult is it to track the mechanisms.

A second objection is related to the degree to which these results can be generalized: the smaller the sample, the higher is the risk that the observed subjects are (positive or negative) particular cases (Mohr, 1999). This implies the necessity to document the circumstances of the
cases to gain explanatory power; but then case studies, which target the understanding of the causal process, may even have an advantage over large sample econometric studies, as Mohr (1999) argues. In the context of cluster policy evaluation, where cases can be focused for instance on single players and their linkages as well as on specific projects of the programme, generalization issues are demanding. Not only the circumstances of the cluster development must be taken into account, but also particularities of the analysed players and their position and function in the cluster. In this regard case studies can be used for efficacy rather than for effectiveness analyses. They may show that under certain conditions a specific policy works, without proving its general effectiveness.

Hence, for case study evaluation the first step appears to be crucial: the choice of the case(s). They should give insights into the functioning of the programme and enable learning instead of only illustrating success stories in the manner of ‘cherrypicking’. (In particular the analysis of unsuccessful projects, for instance, can be instructive, according to Shipp et al., 2005.) Then, it seems to be a suitable approach capable of taking into account both the idiosyncrasies of clusters and the complexity of cluster policy. In fact, a considerable number of case studies have been conducted for evaluation purposes (e.g. Fromhold-Eisebith and Eisebith, 2008).

**Econometric Models**

In contrast to case study analysis, (micro-)econometric impact analysis is based on the mentioned counterfactual definition of causality (White et al., 2006). It has been gaining attention over the last years via a set of elaborate and informative techniques (see Augurzky and Kluve, 2004; Heckman, 2004), its strength lies in the distinction between significant policy impacts and concomitant circumstances independent of the policy measures (White et al., 2006). But, as the analysis is focused on the clustered firms (instead of the entire cluster), rather than the policy impact on the cluster, the indirect effects on the members of the cluster are captured. Therefore, the indirect (i.e. through cluster development) effects of cluster policy on firm performance must be taken into account explicitly in the underlying theoretical model. Accordingly, indicators must be found that adequately represent the effects of the policy measure on firm performance. As companies benefit from innovation clusters in various ways – be it knowledge flows, a specialized labour pool or specialized suppliers – intermediate indicators such as innovation performance can be taken as well as success measures like profits, firm growth or entrepreneurship (for an overview of indicators see Arthurs et al., 2009). The choice of indicators is not trivial, since all of them are criticized for having their deficiencies. Input indicators such as R&D spending are criticized as being uninformative regarding firm performance. If using output indicators like patents, profits or firm growth, on the other hand, due to the large number of potential influencing factors and the time lag between the intervention and measurable impact, a clear attribution of policy impacts is difficult. In addition, quantitative indicators capture reality only incompletely; measuring, for example, linkages within the cluster by the number of cooperative agreements does not consider the intensity, quality or the success of the cooperations (Ahuja, 2000).

Quantitative (microeconomic) evaluation explicitly aims at answering the question: ‘what would have happened without the intervention?’ This question has been formalized in the ‘Potential Outcome Model’ (POM, see Holland, 1986). The policy impact can be written as the difference between the case of policy intervention $Y_i(1)$ and the case without intervention $Y_i(0)$:

$$
\Delta Y_i = Y_i(1) - Y_i(0)
$$
Where Y can be any indicator as already described, and i is the observed unit respective to the aggregation level, for example, a firm or household. The analysis can be based on a sample of i = 1, 2, . . . , N units as well as on one element in i = 1, 2, . . . , T different points in time. The value of $\Delta Y_i$, as formulated, is not observable, since for each i only one of the cases has actually materialized, while the second case is an unobserved counterfactual situation.

Instead of individual level effects, evaluation typically focuses on the average treatment effect on the treated (see Keilbach, 2005), assuming that the intervention does not have any impact on not-participating elements (White et al., 2006). These average treatment effects result from the (hypothetical) comparison of the ‘treated’ elements, which have undergone the intervention (i.e. $M = 1$), with the counterfactual case that these elements would not have participated in the programme:

$$\tau = E\{\Delta Y \mid M = 1\} = E\{Y(1)\mid M = 1\} - E\{Y(0)\mid M = 1\}$$

Still, the counterfactual $E\{Y(0)\mid M=1\}$ cannot be observed, so the counterfactual average must be substituted by an alternative, observable average. This is done by constructing a control group (outside the policy programme); according to the type of control group, a number of approaches can be distinguished.

The before–after comparison focuses on only the treated elements, but at two different moments so that the performance of the treated units previous to the intervention ($t = 0$) can be used for comparison with the performance during or after the programme ($t = 1$).

$$\tau = E\{Y_{t=1}(1) \mid X, M = 1\} - E\{Y_{t=0}(0) \mid X, M = 1\}$$

The main underlying assumption here is that (while controlling for observable factors X) unobserved factors remain constant over time, both regarding environmental conditions and unobserved properties of the elements like management talent of firms (Grossman, 1994). But, strategic behaviour of programme participants, for example, postponing eligible investments to the programme period, cannot be detected, which leads to overestimation of the policy impact (see Ashenfelter, 1978). Considering cluster policy evaluation as field of application, an additional bias of before–after comparisons might arise from the fact that a linear development of clusters independent of business cycle influences and path-dependencies cannot be assumed. Thus, the before–after estimator which compares each clustered firm to itself attributes also the effects of changed unobservable characteristics to the cluster.

The with/without comparison contrasts participants with non-participants:

$$\tau = E\{Y(1)\mid X, M = 1\} - E\{Y(0)\mid X, M = 0\}$$

This implies that the participants would have performed similarly to the non-participants if they had not been subject to the intervention, conditional to additional observable characteristics (X). But if programme participation is not random – which can be assumed for cluster policy, which is explicitly targeted at high-potential clusters – the with/without comparison is vulnerable to self-selection bias, since factors leading to programme participation might also influence the performance of the participants irrespective of the intervention. In addition, the comparison might be biased by exogenous factors which influence the control group in a different way than the participant group (see Blundell and Costa Dias, 2000).
The *difference-in-difference estimator* can be seen as a combination of the two mentioned approaches as it compares the development of the performance of both participants and non-participants.

\[
\tau = E\{Y_{t=1}(1) - Y_{t=0}(1)|X,M = 1\} - E\{Y_{t=1}(0) - Y_{t=0}(0)|X,M = 0\}
\]

However, bias due to self-selection and strategic behaviour of the participants persist also in this method, even if controlling for observable characteristics (see Heckman and Smith, 1999). Besides, panel data on both participants and non-participants is required.

Thus, also if these control group methods appeal by their intuitive understanding and more or less simple implementation, they are likely to be biased by neglecting unobservable factors. Nevertheless both approaches can produce very informative and reliable results, provided that an adequate control group is chosen to simulate a natural experiment. Opportunities for a simple control group comparison arise often in case of a structural break, for example, due to changes in policy conditions or regional differences. In these cases, neither selection bias nor strategic behaviour interferes with the identification assumption.

Alternatively, *selection models* can be applied which explicitly consider the participation decision and thus eliminate potential selection bias. The first type, *instrumental variables estimation* is based on the assumption that some variables \((Z)\) explain the participation status, but are uncorrelated with unobservable characteristics affecting the outcome \(Y\). Then, the treatment variable \(M\) can be regressed on \(Z\), so that the coefficient of the resulting instrument \(\hat{M}\) can be interpreted as the treatment effect. The choice of instruments, however, is difficult, since both weak instruments and the correlation with omitted variables will lead to inconsistent estimation results (Angrist and Krueger, 2001). As a second type, the *Heckman Selection Correction* (Heckman, 1979) takes into account both observable and unobservable factors when modelling the participation selection. In a two-stage approach, a (binary) participation estimation is specified which is subsequently used for the outcome regression (in form of the inverse Mills ratio). By this, the estimated effect of the expected participation status conditional on observable and unobservable characteristics is interpreted as the treatment effect. But, as has been shown by LaLonde (1986), the results may be biased due to specification errors, regarding both the choice of control variables and the distribution of the error term.

In contrast, *matching* as a quasi-simulation approach tries to overcome the shortcomings of observational data by building ‘twin’ pairs of treated and non-treated elements, i.e. assigning to each participant a non-participant with similar observable characteristics. After the matching procedure, the subsamples of treated and not-treated elements should be comparable so that the average treatment effect on the treated can be estimated:

\[
\tau = E\{Y(1)|X,M = 1\} - E\{Y(0)|X,M = 0\}
\]

As finding a perfectly identical twin is difficult (and impossible in case of continuous control variables as argued by González and Pazó, 2008) and requires large data sets, a certain degree of dissimilarity between the matched elements is allowed; for instance, in nearest neighbour or radius matching from the variables \(X\) a propensity score (Rosenbaum and Rubin, 1983) is estimated which is used as matching criterion afterwards (see Becker and Ichino, 2002).

The matching method relies on two assumptions:
• The unconfoundedness assumption \( \{ Y(0), Y(1) \} \perp M \mid X \) means that treatment and potential outcomes are independent, conditional on the observed variables \( X \) (Rosenbaum and Rubin, 1983).

• Overlap: \( 0 < p(M =1 \mid X) < 1 \). This condition ensures that statistical twins can be found, since the propensity score of both treated and untreated firms lies within the same interval \([0; 1]\) (Imbens, 2004).

Unlike two-stage estimation methods, matching permits an intuitive understanding and direct interpretation of the results (Dar and Gill, 1998). On the other hand, matching is sensitive to the choice of control variables as well as unobservable characteristics. In particular, the plausibility of the unconfoundedness assumption is doubted (Imbens, 2004). Furthermore, all methods alike face the difficulty of identifying not-treated firms, which should be part of a comparable cluster, but not participate in any (cluster) policy programme; otherwise the analysis would overstate the treatment effect by confounding agglomeration advantages and policy impact if the firms in the treated cluster were compared to not-treated and not-clustered firms.

Apart from the econometric pitfalls of all the mentioned methods, the explanatory power of econometric methods depends on the data available (Schmidt, 1999). The applications are based on micro-level data focusing on firms, households or persons for which data on a large number of comparable observations are available. A systemic view on the entire cluster, however, seems hardly compatible with these econometric models; and by only comparing treated and not-treated firms the whole process of cluster policy and development is seen as a black box. Thus, these approaches are likely to miss the core aspect of cluster development of a collective action (Raines, 2002b). Furthermore, also if applied on the firm-level, the quantitative precision of the results produced by econometric methods may in some cases be misplaced (Corley, 2007) and create an overstated impression of objectivity. After all, the results depend on the specification so that even small changes regarding method or variables alter the measured treatment effects. This has to be borne in mind as well if comparing evaluation studies on different programmes.

**Systemic Approaches**

As an alternative to the microeconomic-level analysis, also a number of quantitative methods taking a systemic point of view are available. These tools provide a static descriptive view on the cluster, so that for evaluation the analysis must include two or more points in time to investigate how the cluster has developed regarding its size and structure. This can be seen as a before/after comparison, but without being able to attribute the changes to the policy programme via significance tests.

*Input–output models* study the relations between industries and spatial units on the basis of commodity flows (see Schaffer, 1999). Based on regional input–output tables, linkages between industries and the importance of industries on the economic development of the region can be approximated. This method is commonly used to identify clusters (e.g. Larreina, 2007), but also for cluster policy evaluation (Learmonth et al., 2003).

Input–output models can be implemented at any regional level, so that the aggregation can to a certain degree be adapted to the dimensions of the cluster. But full input–output tables on a small regional scale are rarely available and difficult to construct, in particular if the analysis focuses on single sectors on a disaggregated level (see Gabriel (2001) for Hamburg and
Larreina (2007) for the Rioja region). To determine the regional level of the model, assumptions on the geographical boundaries of the cluster are necessary; if the cluster is spread over administrative borders a realistic delimitation is difficult. Similarly, the delineation of the cluster along industry lines is problematic as typically the clustered firms belong to more than one industry, so that the results given by input–output analysis are somewhat arbitrary (Lublinski, 2001). Furthermore, input–output models only consider commodity flows whereas immaterial linkages such as flows of (both codified and tacit) knowledge are not captured (Lublinski, 2001). Hence, input–output analysis will produce – at best – an incomplete picture of the linkages within the cluster so that in the majority of cases additional investigations will be necessary, be it network analysis (as proposed e.g. by van den Hove et al., 1998) or micro-economic methods.

Network analysis explicitly takes a systemic perspective as well, but instead of value-added chains it relies on communication and interaction linkages between the players within the cluster (Dybe and Kujath, 2001). In network analysis, the cluster as a social system is represented by a network of vertices and edges which represent the actors within the cluster and the ties between the actors, respectively. It is based on an interaction matrix (possible matrix types are similarity or distance matrices, see Hawe et al., 2004) containing data on the relationships between the members of the network. The required data can be drawn from surveys asking the actors about their relations with other actors (for a description of survey methods and difficulties see Marsden, 2005); also communication flows measured by email traffic (e.g. Gloor et al., 2008), co-authorship in the academia (e.g. Newman, 2004) or collaborations between firms (e.g. Breschi and Cusmano, 2004) can be used to identify the existence and strength of ties between the members of the network.

Depending on the research question and the scale of the network, three (distinct, but partly complementary) types of analyses can be used. Graphical visualizing is predominantly used as a tool for explorative analysis; it can give intuitive insights in network structure, though its analytical power is limited to small networks (Newman, 2003: 169–71). Quantitative analysis applies a number of (descriptive) statistical metrics on network properties, such as density, connectivity, clustering, resilience or community structure (see Wassermann and Faust, 2005). Similarly, the position of single actors within the network can be studied, considering for example their central-ity, hierarchical position, and structural holes.

Cluster development can be defined as network growth, i.e. the addition of vertices and/or edges, as well as changes in the properties of the cluster as measured by indicators like resilience and transitivity or regarding the simulated performance of the network. A number of models also take into account dynamic network evolution explicitly (for an overview see Snijders, 2005). By setting network development in a relationship to the cluster policy measures, the analysis can provide insights – though without statistical significance – on how the policy influenced the cluster.

As cluster policy explicitly focuses on the interaction of players, network analysis seems to be an adequate tool, at least for exploratory analysis on cluster development. However, the value of a cluster is determined not only by network size and strength, but by the economic value the firms draw from these relationships (Raines, 2002b). Thus, by relying only on network analysis, the evaluation remains limited to intermediate outputs, but cannot draw conclusions on the real economic benefits of the policy.

The third systemic approach, Benchmarking, is known as a management tool rather than an policy evaluation method. It can be used in particular if cluster policy is spread over a number of clusters, so that the success of the single projects can be evaluated in comparison with each
other. This can help to detect success factors and give insights into why certain measures did (not) work by placing successful interventions alongside failed concepts; similarly, the implementation of one specific measure in several clusters can be analysed by benchmarking cluster development. It should be kept in mind, though, that the results are sensitive to contextual factors which should be taken into account (Gebel, 2006). As multiple indicators, both of a qualitative and quantitative nature, can be included, a detailed picture can be drawn (Schütz et al., 1998), depending on the quality of performance indicators (Gebel, 2006). In particular, indicators can be taken from preceding evaluation steps, combining for instance network indicators or policy input measures in one benchmarking study. An overview of indicators for cluster analyses is given for example by Koschatzky and Lo (2007).

In short, the benchmarking process contains the following steps (Gebel, 2006; Schütz et al., 1998; Tornatzky, 2003): (1) finding a benchmarking group, (2) defining dimensions and indicators of performance, (3) identifying ‘best-in-class’ organizations or programmes, (4) determining the performance gap, and (5) describing best practices.

To measure the performance gap, a number of methods have been proposed (Jones, 2004). If a combination of indicators is used, they can be integrated in a Radar-chart analysis, which reduces complexity and thus permits an intuitive analysis (Schütz et al., 1998). Starting from a graphical representation of the indicators (normalized to the interval [0; 1]) in a radial chart, the SMOP8 (Surface Measure of Overall Performance) can be calculated for each cluster:

$$\text{SMOP} = \frac{360}{\pi} \cdot \left( \frac{\sin \left( \frac{\pi}{n} \right)}{n} \right) \left( x_1^2 + x_2 x_3 + x_3 x_4 + \cdots + x_n x_1 \right)$$

Where $x_1, \ldots, x_n$ are the distances of the respective corner to the center of the chart, corresponding to the value of the respective indicator. The higher the SMOP-value, the better is the performance of the respective project, so that projects can be ranked according to their performance. Note that the SMOP value is sensitive to the order of the indicators; therefore the values can be interpreted only in relation to each other, but not regarding their absolute values. The graphical analysis, in addition, can be used to identify strengths and weaknesses of measures and trade-offs between policy targets (Schütz et al., 1998). However, a further analysis of best practices is required to find the reasons for the different performance.

**Cost-related Approaches**

So far, the article has presented evaluation methods that take into account only the impact of the policy measure. But to achieve a full assessment of the success of an intervention, the cost should be considered (Dar and Gill, 1998), in order to assess if the effect of the programme is worth the resources spent. Instead of effectiveness of the policy measure, cost-oriented methods investigate efficiency (Schmidt, 1999). These approaches are an extension of the presented methods; they make use of the estimation of impacts and add the calculation of costs. This implies, however, that the drawbacks of the methods applied to capture programme impacts persist, so the quality of the results depends centrally on the underlying ‘pure’ impact analysis (e.g. econometric methods or network analysis).

A number of methods are available that differ in the way they capture policy impacts: *Cost–benefit analysis* expresses the estimated impact in monetary terms in order to measure the net benefit or the
rate of return of an intervention (Levin and McEwan, 2000). Values are discounted over time in order to set lagged impacts in relation to immediate expenditures. This point is of particular importance if long-term effects of programmes are studied (as is the case in cluster policy). But the social discount rate, being a key parameter in the cost–benefit analysis, is difficult to define (Spackman, 2007). Moreover, in many cases the quantification of benefits in monetary values is questionable, particularly if ‘soft’ effects like communication flows in a firm network are measured (Levin and McEwan, 2000). For a full financial appraisal of benefits, both direct and indirect beneficiaries as well as unintended side effects (Stufflebeam, 1999) and also negative effects of the programme such as potential displacement effects, i.e. the shifting of economic activity from other regions, must be considered (Dar and Gill, 1998).

In contrast, cost-effectiveness analysis directly sets the effects in relation to costs by building cost-per-unit ratios (e.g. based on regression coefficients of the preceding impact analysis). By this, assumptions on valuation and discount rates can be avoided, and any outcome indicator can be used. But the intuitive and simple character of the analysis vanishes as soon as more than one policy outcome is analysed. This compound of effects can be expected for most cluster policies which typically combine a range of measures (Raines, 2002b). Furthermore, these calculated values do not allow for conclusions on the efficiency of a programme, as long as they are not contrasted with another (comparable!) intervention (Levin and McEwan, 2000).

The calculation of costs is identical for both methods, bearing difficulties similar to the estimation of financial benefits. First, the evaluator must be sure to have included all relevant costs – direct implementation costs of the programme as well as social costs and opportunity costs (Schmidt, 1999). Again the proper discount rate must be defined, giving rise to over- or underestimation. Besides, as many of the required values (e.g. opportunity costs) can only be approximated, the calculation relies on many, sometimes questionable (Stufflebeam, 1999: 21) assumptions.

Applications of all named approaches can be found in various policy areas (illustrative examples on education are listed by Levin and McEwan, 2000). However, the use of cost-related methods is limited by their complexity and high data requirements, in particular in policy areas with intricate structures. Accordingly, cluster policy is rarely evaluated using cost-oriented approaches, mainly due to the complexity of the field; as determining impacts is quite difficult, most evaluations are limited to this task, avoiding additional time and effort for financial quantification of benefits and costs.

**Summary: Choosing Evaluation Methods**

In the preceding discussion, a range of methods has been presented which can be applied to undertake cluster policy evaluation. It has been shown that these approaches are different in their focus and the underlying assumptions, building on different theoretical models and taking different perspectives. Which method is appropriate depends on the purpose of the evaluation and the structure and scope of the programme, but also on limitations regarding time, financial resources and methodological capacities. In Table 1 an overview of relevant characteristics of the techniques is provided, according to the criteria guiding the decision on the actual evaluation design in a specific case. The first group of criteria regards the basic conditions of the evaluation and gives clear guidance: If short-term evaluation is requested, the analysis is limited to policy input reporting, while for learning purposes qualitative studies including case
studies are advisable. Besides, a good match between the policy strategy and the evaluation method is important in order to produce informative evaluation results. For instance, if the programme primarily pursues a branding strategy, an I/O-analysis on commodity flows will be off target. In the second group of criteria data requirements are summarized. Data availability has been identified as one of the central problems in evaluation of cluster policy, so that a thorough appraisal of existing data, information sources and options of collecting data must precede the evaluation design. Data limitations, which preclude the application of corresponding methods, may arise if resources required for data collection are lacking, data (e.g. financial data for cost-related approaches) are not made available by the programme coordinators and participants, or the sample size (e.g. the number of firms in the cluster) is too small. The third group of criteria shows what can be expected of the methods. Certainly, the more complex methods have the higher explanatory power, but on the other hand if the results are difficult to understand or do not allow for practical conclusions, the impact of the evaluation on policymakers will be low.

A short summary of the presented evaluation methods follows:

- **Reporting methods**, which are the least challenging instrument regarding the timeframe, data requirements and complexity, should be included in every evaluation. Besides making general information on the setting available to the evaluators, reporting can be used as a controlling tool.
- The strength of *case studies* lies in their intuitive understanding, flexibility and in-depth view. They can show the mechanisms of cluster development in detail, but generalizing results of case studies is difficult. Answers on the question ‘did the programme work?’ may be ambiguous.
- **Econometric methods** can quantitatively test the effects of cluster policy (mainly on single actors within the cluster), which increases the credibility of the results. Requirements regarding data and methodological capabilities are high, and often significant and positive results will be found only several years after the policy programme. The evaluation does not take into account soft facts and details.
- **Systemic approaches** in particular take the cluster idea into account, instead of focusing on single members of the cluster. I/O-analysis and network analysis provide quantitative results on cluster performance, but data requirements are high. In contrast, benchmarking can be used to analyse best practices and critical aspects in cluster policy.
- **Cost-related approaches**, finally, should be included in each evaluation to give an answer on the efficiency question: ‘was it worth it?’ But in particular due to data restrictions, reliable cost-related evaluations are difficult. They can be based on the above-named quantitative methods, and should ideally be combined with one of the qualitative methods to enable learning.

It can be seen from this list that using only a single evaluation method will provide a very limited view on the cluster policy programme. This makes it even more important to choose an evaluation method or a combination of methods which is appropriate for the specific evaluation question. On the other hand, as time and effort to undertake a full quantitative and qualitative evaluation might be beyond the budget of the cluster policy programme, resource requirements, explanatory power and practical value of the evaluation method should be balanced and adapted to the target group.
Table 1. Overview of Evaluation Methods

<table>
<thead>
<tr>
<th>Approach Criterion</th>
<th>Reporting Case studies</th>
<th>Econometric methods</th>
<th>Systemic approaches</th>
<th>Cost-related approaches</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time horizon</td>
<td>short</td>
<td>Medium /long</td>
<td>Medium /long</td>
<td>Medium /long</td>
</tr>
<tr>
<td>Type of cluster policy</td>
<td>All types</td>
<td>Combination of multiple instruments</td>
<td>clearly defined policy targets (with focus on firm performance)</td>
<td>network oriented policy strategy</td>
</tr>
<tr>
<td>Purpose of evaluation</td>
<td>preparing further evaluation steps; transparency</td>
<td>legitimating and efficacy control</td>
<td>legitimating and effectiveness control</td>
<td>Legitimating and efficiency control</td>
</tr>
<tr>
<td>Target group</td>
<td>tax payers; policy makers</td>
<td>Policy makers</td>
<td>Economic research; policy makers</td>
<td>Economic research; policy makers</td>
</tr>
<tr>
<td>Collect own data</td>
<td>not necessarily: use of official project reports and statistics</td>
<td>yes: detailed and specific information on the cases required</td>
<td>not necessarily: use of existing firm level databases</td>
<td>yes: I/O-tables on cluster-level usually not available</td>
</tr>
<tr>
<td>Indicators</td>
<td>a) information from project reports, e.g. activities, financial resources</td>
<td>Multiple indicators (quantitative and qualitative)</td>
<td>(quantitative) firm level indicators: productivity, firm growth, etc.</td>
<td>regional commodity flows (from regional I/O-tables)</td>
</tr>
<tr>
<td></td>
<td>b) opinions of participants</td>
<td></td>
<td></td>
<td>firm level data, e.g. patents, communication flows, collaboration links</td>
</tr>
</tbody>
</table>

1. Evaluation conditions

2. Data requirements
<table>
<thead>
<tr>
<th>Approach Criterion</th>
<th>Reporting</th>
<th>Case studies</th>
<th>Econometric methods</th>
<th>Systemic approaches</th>
<th>Cost-related approaches</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample size</td>
<td>a) no sample</td>
<td>Small sample</td>
<td>large sample: comparison group outside the cluster and/or observation over time</td>
<td>Aggregate (regionalized) data</td>
<td>information on several clusters needed</td>
</tr>
<tr>
<td></td>
<td>b) only participants</td>
<td></td>
<td></td>
<td>large sample required: complete representation of the network</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(interviews, surveys)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Evaluation results</td>
<td>Perspective</td>
<td>Policy input</td>
<td>Impact on firm performance</td>
<td>impact on cluster performance; impact on territorial performance</td>
<td>impact on cluster performance</td>
</tr>
<tr>
<td></td>
<td>low: no impact measurement</td>
<td>exploratory, conclusions on best practices</td>
<td>statistical significance of impacts; cluster treated as a black box</td>
<td>only information on commodity flows, no significance test if changes are caused by policy</td>
<td>descriptive results on network behavior, no significance test on policy impacts, no conclusions on economic impact</td>
</tr>
<tr>
<td>Interpretation of results</td>
<td>shows shortcomings in programme execution</td>
<td>illustrative, concrete examples</td>
<td>abstract, needs explanation</td>
<td>abstract, needs explanation</td>
<td>Graphical illustration possible</td>
</tr>
</tbody>
</table>
Notes

1. Throughout this article, the terminus evaluation is used according to the definition of the UK Cabinet Office (Spencer et al., 2003) which distinguishes (ex-post) evaluation from (ex-ante) appraisal (see also Rip, 2003).
2. The function of evaluation as an integral part of the cluster policy cycle is shown in Figure 1.
3. The differentiation between effectiveness, efficacy and efficiency stems from medicine, where therapeutic effects are assessed according to these definitions (see Cochrane, 1972).
4. In contrast to its controversial status in the field of evaluation, this kind of causal inference is used widely in other disciplines such as medical diagnosis, history or engineering (Scriven, 1976).
5. From an epistemological viewpoint, the difference between case studies and large sample observational studies is only secondary: From single observations – regardless of their number – one cannot derive universal conclusions, so both types of empirical evidence are subject to the ‘problem of induction’ (Popper, 2002: 3).
6. In fact, the bulk of contributions can be found in the literature on firm R&D subsidies (e.g. Autio et al., 2008; Gabriele et al., 2006) and labour market programmes (e.g. Heckman et al., 1997; Ichino et al., 2008).
7. Social network analysis studies typically use complete network data instead of random samples (see Breiger, 2004), which increases the efforts to be made for data collection as compared to empirical analyses on individuals. Apart from that, for data collection the same methods are applied as for individual level studies (see Hawe et al., 2004).
8. An application of SMOP not on cluster policy but for benchmarking clusters can be found in Pfähler and Lubinski (2003).
9. In particular cost–benefit analysis is used not only for (ex-post) evaluation, but also for ex-ante appraisal (see e.g. European Commission, 2006).
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